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Abstract: The last decade has seen rapid expansion and development in the field of density
functional theory (DFT) simulation on the complex chemical processes that occur at surfaces
and interfaces. The understanding of the phenomena in surface science and heterogeneous
catalysis has benefited tremendously from these quantum mechanic calculations. This article
reviews current progress in the theory of reactions on surfaces, in particular, those relevant to
the barrier and the active site of surface reactions. Two representative reactions, namely, NO
dissociation and CO oxidation, are selected to illustrate how these theoretical concepts are
applied to understand catalytic reactions. Here, the pathways and energetics of these reac-
tions under various catalytic conditions are described in detail, and the understanding of the
reactions is generalized. It is concluded that DFT-based methods can be well applied to catal-
ysis to understand the electronic structure of chemical processes and to elucidate mechanisms
of complex surface reactions. 

INTRODUCTION

There is little doubt that most of low-energy physics, chemistry, and biology can be explained by mod-
ern quantum theory. It has been demonstrated that the ability of quantum mechanics to predict the total
energy of a system of electrons and nuclei enable one to reap a tremendous benefit. The first-principles,
total-energy calculation can predict the important quantities such as atomic structures and bonding en-
ergies, and may further provide key information on chemical reactions. Indeed, amongst the most chal-
lenging and exciting of fields into which the first-principles theory is currently expanding must rank the
study of chemical reactions on surfaces, the central issue in heterogeneous catalysis [1–4]. Here, the
quantum theory describing the molecule–surface interaction and the classical dynamics of molecular
movement come into play to determine the mechanism of catalytic processes. 

A long-standing goal of researchers in the field of catalysis is to develop a general theoretical
framework to understand and predict the phenomena in catalysis. It is believed that the design of new
catalysts can be largely facilitated if the activity and selectivity of catalysts can be predicted given
knowledge only of catalyst composition, structure, and reaction conditions. Traditional tools in chem-
istry, such as frontier orbital theory, Marcus theory, and Brønsted–Evans–Polanyi (BEP) principle
[5–6], often do not work well in explaining the reactivity in heterogeneous catalysis, not least because
of the complex nature of the interaction between molecules and surfaces. On the other hand, the appli-
cation of the first-principles theory in catalysis has been hindered for years because of the lack of both
hardware (i.e., powerful computers) and software (e.g., efficient theoretical methods/algorithms to solve
quantum equations). It was not until the early 1990s that the first-principles calculation within the den-
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sity functional theory (DFT) framework became affordable on workstations for studying the simplest
surface reaction, i.e., H2 dissociation on surfaces [7–8]. 

Since then, both the size and the complexity of the system studied using DFT have increased
dramatically, from small clusters of several atoms, to flat single-crystal surfaces, and to multi-
component, defected systems of hundreds of atoms. To date, many elementary surface reactions have
been studied in detail by DFT, and significant advances in the field have been achieved. This article is
intended to review current progress in the theory of surface reactions and its application in understand-
ing catalytic processes. For this purpose, DFT calculation results on two catalytic reactions, NO dis-
sociation (NO → N + O) and CO oxidation (2CO + O2 → 2CO2) on metal catalysts are collected and
elaborated. The former reaction belongs to dissociation reactions, and the latter one is an association re-
action. The achieved understanding on the two distinct types of reactions illustrates well how the cur-
rent theoretical framework can be applied to catalysis in general. The paper is organized as follows:
DFT methods used to study surface reactions are sketched in the second section. The third section re-
views some of the recent progress in the theory of surface reactions. In the fourth section, accumulated
DFT results in NO dissociation and CO oxidation will be presented. Concluding remarks are outlined
in the fifth section.

DENSITY FUNCTIONAL THEORY APPROACH TO REACTIONS ON SURFACES

An accurate description of molecule–surface interactions is the first step toward a fundamental under-
standing of reactions on surfaces. The modeling of surfaces using the first-principles methods was,
however, a formidable task for many years [9], and a breakthrough in the field was only made with the
advent of DFT and powerful computers in the late 1980s. For the detailed formulisms of DFT, inter-
ested readers may refer to the monograph of Parr and Yang [10]. In general, DFT starts with a consid-
eration of the entire electron density of the system based on the foundation work of Hohenberg and
Kohn [11–12], in which ground-state total electronic energy is proved to be a function of the electron
density. In the framework of DFT, the nonclassical part of electron–electron interaction energy, namely
electron–electron exchange and correlation, can be expressed as a unified function of a single variable,
i.e., the total electron density, which is much simpler compared to the traditional Hartree–Fock ap-
proach. Although the exact form of the exchange-correlation functional is yet unknown, many approx-
imate functionals have been proposed in practice, such as local density approximation (LDA) and its
derived versions of generalized gradient approximation (GGA) [13–14]. It has been demonstrated that,
in general, GGA results can reproduce good structures up to the experimental accuracy and fairly well
bond energies within error of a few percents compared to experimental results. Current GGA calcula-
tions provide a rather robust basis for a systematic comparison with experiment results (see, e.g., [3]). 

To model extended surface systems, a so-called supercell approach is currently used, in which the
structure of the surface is repeated both vertically and laterally [15]. The theory underlined the super-
cell approach is Bloch’s theorem [16a], in which a wavefunction is split into two relatively simple parts
owing to the periodicity of the system. By integrating DFT, Bloch’s theorem, and many other elegant
methods/algorithms [16], such as ultrasoft pseudopotential method [16b], iterative minimization
scheme [15,16c], Broyden’s method for density mixing [16d], fast Fourier transform method, and so on,
the state-of-the-art computational package is able to solve the electronic structure of systems up to hun-
dreds of atoms with great efficiency.

It should be emphasized that the three-dimensional periodicity imposed by the supercell approach
implies that the surface is modeled as an infinite slab of finite thickness. As a result, a sufficient num-
ber of surface layers and a sufficiently large vacuum region between slabs are essential to produce ac-
ceptable results. Although being a method designed for calculating periodical systems, the supercell ap-
proach can also be applied to aperiodical systems [15] as long as the modeled supercell is large enough
so that the lateral interaction between the aperiodical elements is negligible. This feature is vital to the
study of surface reactions. First, the periodicity often exists for a clean or adsorbate-covered surface,
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but is always not present for a reaction on the surface. Second, the systematic errors can be largely can-
celled if all the calculations are treated in the same theoretical framework. In such a way, the calcula-
tion can converge much faster with respect to calculation setups. 

Using DFT, the forces on atoms can be calculated based on Hellmann–Feynman theorem. With
the forces acting on atoms being computed, the structure-optimization techniques, such as BFGS
method [16e], molecular dynamics [15,16c], and transition state (TS) search techniques can then be
used to determine the various states along a reaction pathway, e.g., the initial state (IS), the TS, and the
final state (FS). The calculated pathways and energetics provide important information on the reaction
mechanism. Among the techniques, the TS search technique is perhaps the most sophisticated because
a TS is not a stable point, but a saddle point along a reaction pathway. In recent years, two different ap-
proaches to locate TS have been successfully used for studying surface reactions: (i) constrained mini-
mization method [17] and (ii) nudged elastic band method [18]. 

Finally, it is worth mentioning that the current first-principles total energy methods compute only
the electronic energy of a system and the effects of the environment, such as the temperature and the
pressure, are not taken into account explicitly. Although the calculated results may compare comfort-
ably with those from the experiment under the ultra-high vacuum and low-temperature conditions, care
should be taken if one would extrapolate directly these results to the situations where the environmen-
tal conditions play crucial roles. In order to produce more accurate descriptions for real systems, some
DFT-based hybrid methods have been developed in recent years, for example, molecular dynamics at
constant temperatures [19], ab initio thermodynamics [20], and kinetic Monte Carlo [21]. 

RECENT PROGRESS IN THE THEORY OF SURFACE REACTIONS 

Barrier (Ea) of surface reactions

The dissociation of molecules is one of the most important reactions in catalysis. It is the first step and
often the rate-determining step in many catalytic processes. Therefore, dissociation reactions have been
extensively studied both experimentally and theoretically in the last 50 years. One of the important find-
ings in recent years is that for dissociation reaction on surfaces the barrier depends linearly on the re-
action energy, ∆H, that is the enthalpy change from the gas-phase molecule to the dissociated products
on the surface. This relation was first established for hydrocarbon, CO, NO, and N2 dissociation reac-
tions based on DFT calculations by several groups, and was then shown to be valid for many other dis-
sociation reactions [22–25]. By linking the barrier with the exothermicity of the reaction, such relation
is best known as the BEP relation in chemistry [5], which has often been assumed implicitly to hold for
surface reactions. It is only recently with the extensive use of DFT calculations that the relation for sur-
face reactions can be verified and established on the basis of quantum mechanics. 

DFT calculations showed that the slope of the linear relation between the dissociation barrier and
the reaction energy is, however, far larger than the value 0.5 suggested by the traditionally regarded BEP
relation and derived from Marcus equation mathematically [5–6]. By studying CO dissociation on a
group of 4d and 5d late transition-metal surfaces, Liu and Hu [25a] found that the linear relationship
between the barrier and the reaction energy has a slope being close to 1. It points out that the FS sta-
bility can affect the barrier of dissociation reactions dramatically. In order to explain this, they decom-
posed the dissociation barrier, Ea

dis, as: 

Ea
dis = Ea

ass + Ebond – EFS

where Ea
ass is the barrier of the reverse reaction (association), Ebond is the bond strength of the break-

ing bond, which is constant for a reaction, and EFS is the total chemisorption energy of dissociation
products. Hence, Ebond – EFS is the reaction energy, ∆H. Shown in Fig. 1 is the plot Ea

dis vs. EFS. The
origin of the linear relation in Fig. 1 is that the change of Ea

ass is much smaller (one order of magnitude)
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than that of EFS with the variation of the metal substrate. Therefore, Ea
dis is determined by EFS. This ex-

planation is also valid for other dissociation reactions [25b]. 
Compared to dissociation reactions, the barrier of association reactions is more complex. It was

realized that a BEP-like relation does not stand for association reactions since the exothermicity (∆H)
alone often cannot determine the barrier. Using a barrier decomposition method, Liu et al. [26,27] sug-
gested that there are three main contributions to an association barrier: (i) the direct Pauli repulsion be-
tween the reactants, (ii) the so-called bonding competition energy, and (iii) the energy contribution from
the potential energy surface (PES) of the reactants. They are elaborated in the following.

The Pauli repulsion was long realized to be a fundamental reason for the existence of the barrier
to a reaction. Based on the perturbation theory, the Pauli repulsion energy cost can be considered as an
energy term due to the overlap of occupied molecular orbitals [6]. On surfaces, the energy cost due to
the direct Pauli repulsion between the reactants is dictated by the saturation of the reactants, which is
presumably related to their gas-phase valency. DFT calculations showed that the adsorbate with a higher
valency (thus, less saturated) is often more reactive. It was found that in the hydrogenation reactions
(X + H → XH, X = C, N, and O) and the oxidation reactions (X + O → XO reaction) on metal surfaces
[26,27], the adsorbed C atom is the most active, whereas the adsorbed O atom is the most inert among
the C, N, and O atoms. On Rh{111}, for instance, the barrier of C + H → CH, N + H → NH, and
O + H → OH is calculated to be 0.72, 0.99, and 1.32 eV, respectively [26]. Fischer–Tropsch reaction
(CO + H2 → long-chain hydrocarbon) may be another good example. Liu and Hu found that on Ru sur-
faces the reactions involving C, CR species (R = alkyl) have lower barriers compared to those involv-
ing CH2, CH3 species generally. Based on that, they suggested that the atomic C and CR (R = alkyl)
species be the active species in the chain-growth process [28]. 

The bonding competition effect is a rather unique feature of surface reactions. It is caused by the
simultaneous bonding of reactants with the same substrate metal atom. Since most adsorbates, includ-
ing molecules and atoms, tend to bond similarly with the metal valence states, a surface-mediated re-
pulsion will be induced as two adsorbates come close to bond with the same metal atom [27,29–31].
Figure 2 explains this well, which plots the variation of the projected d density of states (DOS) of a Ir
atom before and after the adsorption of a NO, N atom, and O atom, respectively. It shows clearly that
the metal d states near the Fermi level are most responsible for the bonding with the valence states of
the NO, N atom, O atom. Upon the adsorption of one adsorbate, the metal d states are largely stabilized,
which is reflected by the increase of DOS at the low-energy region, and thus become inert to bond with
the second adsorbate [31]. It was further found that the bonding competition energy cost is related to
the saturation of metal valence states as well as the reactants’ bonding ability [32]. For example, DFT
calculations showed that at late transition-metal surfaces, e.g., Pt and Pd, where the metal d-states are
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Fig. 1 Linear dependency of dissociation barrier on FS stability. Data taken from [25a]. 



close to be full, the bonding competition energy is higher than that at the early metals such as Ru, Rh
[32]. 

It should be emphasized that the bonding competition effect can often be avoided in surface re-
actions because of the activation of reactants to other sites to react, such as the less-coordinated atop
sites and the sites at the more open surfaces, stepped and kinked surfaces [26,27,31]. Such site-chang-
ing during a reaction is always at the expense of energy due to the PES corrugation of the reactant.
Nevertheless, it may reduce the barrier because the bonding competition effect is quenched (the direct
Pauli repulsion may be reduced as well) [26]. This is the reason why surface reactions usually have mul-
tiple pathways (TSs). CO oxidation is one such example, where the bonding competition is maximally
avoided in the reaction, as will be discussed in the subsection “CO + O → CO2 in CO oxidation”. In
this particular case, a BEP-like relation can be established to predict the barrier: the stronger the reac-
tants, i.e., CO and O, adsorb on the surface, the more difficult they can react [27]. 

Active site for surface reactions

To predict where a catalytic reaction should occur is another fundamental issue in catalysis [33]. It is
known that some catalytic reactions such as ammonia synthesis are very sensitive to the change of cat-
alyst structure, whereas some are quite insensitive, for example, methanation reaction and CO oxida-
tion [32,33]. As the reaction rate depends exponentially on the reaction barrier according to Arrhenius
law, the question of where a catalytic reaction should occur is, in fact, the one of where the reaction can
occur with the lowest barrier [32]. 

Combining DFT and experimental techniques, the structure-sensitivity of the dissociation of di-
atomic molecules (e.g. N2, NO, CO) has been investigated thoroughly in recent years, see for example,
[32,34–36]. Using STM and DFT calculations, Dahl et al. found that the structure-sensitivity of am-
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Fig. 2 Plots showing the physical origin of the bonding competition effect and its relation to the adsorbate valency.
The plots are the difference of the d-states projected density of states (∆d-PDOS) of a step-edge Ir metal (on
Ir{211}) before and after the adsorption of NO, O, and N, respectively. The adsorption site of NO, O, and N is at
the step-bridge site on Ir{211}. All the ∆d-PDOSs are lined up with the Fermi level (EF), which is set to be energy
zero. From [31].



monia synthesis on Ru is due to its rate-determining step, N2 dissociation, occurring dominantly at
stepped surfaces [34]. They observed that the N–N bond breaking on Ru{0001} is much slower than
that on steps, and the reaction barrier on steps was calculated to be ~1.5 eV lower than that on flat sur-
faces. The same picture has been found earlier for NO dissociation on Ru{0001} [35–36]. Hammer sug-
gested that the uplift of the d band on steps, that is an electronic effect which stabilize adsorbates, is the
main reason for the barrier reduction in NO dissociation [35]. However, Dahl et al. interpreted the large
barrier reduction of N2 dissociation being mainly due to a beneficial geometrical effect at stepped sites
[34]. 

To rationalize the structure-sensitivity phenomena in general, Liu and Hu studied CH4 ↔ CH3 + H
and CO ↔ C + O reactions on flat, stepped, kinked Rh, Pd surfaces using DFT [32]. They showed that
surface defects, especially the steps, are generally favored for dissociation reactions owing to both the
electronic and the geometrical effect at defects. On the other hand, association reactions can be either
structure-sensitive or -insensitive. The reaction site of an association reaction is related to the bonding
competition effect, which is determined by the reactant valency and the metal d occupancy. It was re-
vealed that reactions with high valency reactants are more likely to occur at defects (more structure-sen-
sitive), as compared to reactions with low valency reactants. Similarly, the reactions on late transition
metals (high d occupancy) are more likely to proceed at defects than those on the early transition met-
als (low d occupancy). 

APPLICATION OF THE THEORY TO UNDERSTAND CATALYTIC REACTIONS

NO → N + O dissociation in the context of NO reduction

NO reduction on transition metals is of great industrial importance, in particular for the after-treatment
of vehicles [37–39]. NO dissociation is the key step in the process. The mechanism of NO reduction on
transition metals is expected to follow the scheme shown in Fig. 3. The efficiency of NO dissociation
is very much dependent on the environment under which NO reduction is operated. It can be either a
reductive or an oxidative environment. In the reductive conditions, NO reduction is conducted in the
presence of reductants, such as CO, H2, or NH3, and NO dissociation is facilitated as the dissociated
O atoms can be removed by reductants. This type of NO reduction can be catalyzed by a so-called three-
way catalyst, which employs various combinations of Pt, Pd, and Rh for the simultaneous removal of
NO, CO and unburned hydrocarbons. In contrast, in the presence of excess O2 (the lean-burn condition)
NO dissociation is hindered on the three-way catalysts. Platinum-group metal, in particular Pt, Ir-based
catalysts are currently being intensively investigated in experiment for the lean-burn NO reduction
[38–39]. Systematic DFT studies on NO reduction have been reported on several surfaces: NO reduc-
tion by CO on Pt{100} surface by Eichler and Hafner [40–41] and on Pd surfaces by Hammer [42]; NO
reduction in the oxidative conditions on Ir surfaces by Liu et al. [31,43].
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Fig. 3 Mechanism of NO reduction on metal surfaces.



To date, NO dissociation has been investigated on a group of clean metal surfaces: Pd and Rh sur-
faces by Loffreda et al. [44,45]; Rh, Pd, Ru surfaces by Hammer [35,42]; Pt{100} by Eichler [40,41];
Ir and Pt surfaces by Liu et al. [31,43]. By comparing NO dissociation with N2, CO, and O2 dissocia-
tion reactions on metal surfaces, DFT studies showed that the dissociation of these diatomic molecules
possess common features, which can be generalized as follows. 

First, the TS of the dissociation reactions belongs to late TS (FS-like). As a result, the reaction
barrier is to a large extent determined by the stability of the FS (as discussed in the subsection “Barrier
(Ea) of surface reactions”). This feature has been observed by Hammer [42] for NO dissociation on Ru,
Rh, and Pd flat surfaces, by Liu and Hu [25a] for CO dissociation on Ru{0001}, Rh{111}, Pd{111},
Os{0001}, Ir{111}, and Pt{111}, and also by Logadottir et al. [46] for N2 dissociation. The relation ex-
plains well the general consensus in experiment [37]: from left to right across the periodical table, NO
dissociation became more and more difficult because the N and O bonding on the metals become
weaker.

Second, the dissociation reactions are highly structure-sensitive. The stepped, edged, or open sur-
faces are generally much more active than the close-packed flat surface. For example, for NO dis-
sociation on Ru, Hammer [35] showed that dissociation barrier at the Ru monatomic step is more than
1 eV lower than that at the flat Ru{0001}. The structure-sensitivity of NO dissociation can be under-
stood by comparing the TS of NO dissociation on the close-packed flat surfaces and stepped surfaces,
as illustrated in Fig. 4. At the TS on the flat surface, three (or four) metal atoms are involved in bond-
ing with the N–O TS complex and the N and O share bonding with one metal atom. In contrast, at the
TS on the stepped surface, totally five atoms are involved in bonding with TS complex and no surface
atom bonds simultaneously with the dissociating N and O [31,35,42–43]. This indicates that on going
from the flat surface to the stepped surface, the TS becomes more stable because of the enhanced co-
ordination and the nonbonding competition geometry at steps. 

The effect of excess O2 on NO dissociation has been studied by Liu, Jenkins, and King [31,43]
recently. It was shown that on the clean Ir steps, the NO → N + O reaction (Ea = 1.19 eV) is much faster
than its reverse reaction, i.e., N + O → NO (Ea = 2.31 eV). After half of the stepped sites are decorated
with O atoms, the equilibrium of NO ↔ N + O reaction shifts toward the left-hand side: the
N + O → NO reaction becomes much easier and its barrier (1.13 eV) is similar to the barrier of the
NO → N + O (1.16 eV). The DFT calculations suggested that NO dissociation can be readily hindered
even with a small amount of preadsorbed O atoms. There are two reasons. First, NO dissociation oc-
curs dominantly at stepped sites, and such sites are in a low population on a catalyst. Second, O atoms
prefer to adsorb at the stepped sites rather than the flat surface sites, and thus the stepped sites will al-
ways be populated first. 
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Fig. 4 Typical transition-state structures of NO dissociation on the close-packed {111} surface and the stepped
{211} surface.



By studying all the reactions on Ir{111}, Ir{211} (a stepped surface), and O-covered Ir{211},
namely NO → N + O, N + O → NO, N + N → N2, N + NO → N2O, and O + NO → NO2, Liu, Jenkins,
and King further revealed the physical origin of the O-poisoning [31]. In the NO ↔ N + O equilibrium,
the preadsorbed O atoms destabilize the dissociated products (N and O atoms) more strongly compared
to their effect to the TS and to the adsorbed NO molecule. As a result, the N + O → NO reaction is pro-
moted to a large extent whereas the barrier of the NO → N + O reaction is little changed. The bonding
competition effect induced by the preadsorbed O atoms also switches the selectivity of NO reduction
from N2 to NO2 production. The bonding competition energy cost of a N–O pair is calculated to be
larger than those of a O–O pair and a O–NO pair because of the bonding ability difference between the
three different adsorbates. It was found that the preadsorbed O atoms tend to repel N atoms away from
the stepped sites, which makes the O-plus reactions, such as the O + NO → NO2, dominant in the NO
reduction process. 

CO + O → CO2 in CO oxidation

CO oxidation on transition metals 
CO oxidation on metal catalysts is one of the most studied systems in heterogeneous catalysis. It was
generally believed that CO oxidation on transition metals follows Langmuir–Hinshelwood mechanism.
Because O2 can readily dissociate on all transition metals at room temperatures, three elementary steps
have been proposed during the CO oxidation: (i) CO adsorption on surfaces, (ii) O2 dissociation into
O adatoms on surfaces, and (iii) CO + O → CO2 reaction on surface. This straightforward mechanism
is able to explain most of the experimental findings. I summarize the DFT references for CO oxidation
in Table 1, and they are elaborated in the following subsections.

Table 1 Literatures of DFT-slab calculations for CO oxidation reaction on
metal, metal oxide surfaces, and Au/oxide interfaces.

Substrate Ref.

Metal surfaces Close-packed Ru{0001} 27,48,49
surface Rh{111} 27,50,53

Pd{111} 51,53,54
42,51,53,54

Ir{111} 31
Pt{111} 17,27,52,53
Cu3Pt{111} 52

Open surface Pd{100} 42,51,53
51,53

Rh{100} 53
Pt{100} 53

Stepped surface Pd{211} 42
Ir{211} 31
Au{221} 67

Metal oxide surfaces RuO2 55,58,60–62
RhO2,PdO2,OsO2,PtO2 55
IrO2 55,75

Au/oxide interface Au/MgO 68
Au/TiO2 71,72
Au/TiO2/IrO2 75
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CO oxidation on Pt{111} is a classical example of heterogeneous catalysis. The first attempt to
reveal the surface reaction pathway of CO + O → CO2 on Pt{111} was performed by Alavi, Hu, and
their coworkers [17], and similar results were also obtained later by Eichler and Hafner [47]. At the IS
1/4 ML coverage, the CO sits on the top site and the O sits on the fcc hollow site (it might be pointed out
that CO adsorption on transition metals is a difficult problem for DFT and it was shown that DFT can
predict the wrong binding site for CO on Pt{111} [76]). At the TS, the CO sits on an off-top site being
close to the O, while the O is at a bridge site, as shown in Fig. 5a. At the FS, the nascent CO2 sits on
the top site of Pt{111}, weakly bonded on the surface. In addition, CO oxidation on other close-packed
metal surfaces, Ru{0001}, Rh{111}, Pd{111}, Ir{111}, and an alloy surface Cu3Pt{111} have been
performed [47–56]. It appears that the reaction pathways on the close-packed metal surfaces are very
similar [49], which can be generalized as three common features. 

• Activation of the O adatom. The O atom is activated from the initial hollow site to the bridge site
in order to achieve the TS. 

• Early TS. At the TS, the O–CO distance is long stretched, from 1.7 ~ 2.1 Å depending on met-
als, compared to the gas-phase C–O distance (1.2 Å) in CO2. The early TS of CO oxidation im-
plies that the electronic structure of TS is similar to that of the individual adsorbed CO and O on
surfaces. 

• No bonding competition TS geometry [50]. This is because at the TS, no surface atom bonds si-
multaneously with both the CO and O (see Fig. 5a). 

The key event in CO oxidation on close-packed metal surfaces is the O activation from the hol-
low site to the bridge site. By comparing the local density state of the O on the hollow and the bridge
site, Zhang and Hu [50] explained why the O needs to be activated. At the hollow site, the O bonds with
three metal atoms and its p orbitals are largely saturated. As the O adatom is activated to the bridge site,
one of its p orbitals that originally bonds with a metal atom is freed and can further bond with the com-
ing CO. This essentially reduces the direct Pauli repulsion between the O and the CO in the reaction. 

In addition to the close-packed metal surfaces, CO oxidation on more open surfaces, such as
{100} surface for fcc metals, and the monatomic steps has also been examined by DFT. In the differ-
ent contexts, CO oxidation on Pd{100} has been studied by three individual groups: Zhang and Hu [51],
Eichler [53], and Hammer [42]. Eichler [53] also calculated systematically the reaction rate of CO ox-
idation on Rh{100}, Pd{100}, and Pt{100} based on transition-state theory, and compared them with
the results on the corresponding close-packed flat surfaces. For the stepped surfaces, Hammer [42] stud-
ied CO oxidation on Pd{211} (stepped surface) and edged, missing-row reconstructed Pd{311}; Liu et
al. [31] studied CO oxidation on Ir{211}. Typical TS structures of CO oxidation on {100} and {211}
surfaces are shown in Figs. 5b and c, respectively. DFT calculations showed that CO oxidation on {100}
surfaces has quite similar barriers to those on close-packed surfaces, while the barriers on the stepped
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Fig. 5 Typical TSs for CO + O → CO2 reaction on {111} (a), {100} (b), and {211} (c) surfaces. (a) and (b) from
[50].



surfaces are usually higher than those on the flat surfaces. For example, Zhang and Hu reported that on
Pd{100} the barrier is 0.78 eV, while it is 0.93 eV on Pd{111} at a 1/4 ML coverage [51]. Eichler showed
that on Pt{100} the barrier is 0.87 eV and on Pt{111} it is 0.74 eV [53]. On Ir{211}, CO oxidation bar-
rier is about 0.3 eV larger than that on the flat Ir{111} [31], and the similar difference was observed for
CO oxidation on Pd{211} and Pd{100} [42]. Because the close-packed flat surface is always the dom-
inant face in real catalysts, DFT results indicate that CO oxidation is not very sensitive to surface struc-
tures.

It is worth mentioning that the DFT-calculated reaction barriers are in general well consistent with
the experimental findings. For example, CO oxidation on Pt{111} has the lowest barrier (0.7 ~ 0.8 eV),
and on Ru{0001} has the highest barrier (~1.5 eV); CO oxidation on Pd{111} is sensitive to the CO
coverage: at a high CO coverage, the barrier can be much lower (~0.9 eV) compared to the ~1.4 eV at
a low CO coverage (this is due to the change of initial CO position on the surface at different CO cov-
erages [50,53,54]). It should be noted that due to the usages of different calculation setups (basis sets,
pseudopotential, etc.) and various DFT packages, the value of barriers in the same system can be dif-
ferent by around 0.1 eV in different literature. 

One of the fundamental questions in CO oxidation is what controls the reactivity change from
metal to metal. It was initially suggested by several authors that the barrier of CO oxidation may be de-
termined by the activation of the O. This comes from the fact that on going from the IS to the TS, the
O apparently loses one bond with a surface metal atom (O activation) and this energy cost may con-
tribute greatly to the barrier and is the reason for the reactivity difference among metals [17,48].
However, this argument is found to be too simplistic by Liu and Hu [27], and they pointed out that the
activation of CO is also crucial. Based on a barrier decomposition analysis, they correlated the barriers
with the total initial adsorption energies of the CO and O atom on the surfaces, as shown in Fig. 6. The
higher the surface can bond CO and O, the higher the barrier is. The reason behind is that there is little
interaction between the CO and O at the TS, and the barrier is largely due to the coactivation of CO and
O from local minimum to the TS structure. Using the framework of extended Huckel theory, Glassey
and Hoffman [56] also found that the dominant part of the reaction barrier comes from the surface-me-
diated coactivation of adsorbed CO and O atom, although during the CO oxidation, the 2π orbital of CO
interaction with the O 2p orbitals is the principle driving force for the CO2 formation. This feature of
CO oxidation also explains why CO oxidation is not very sensitive to the change of surface structure.
Because the barrier of CO oxidation is largely determined by the total bonding energy of CO and O, at
stepped or edged surfaces where CO and O bond with the surface more strongly, the barriers are usu-
ally higher than those on the flat surfaces. 
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Fig. 6 Illustration of the CO oxidation barrier as a linear function of the total reactant-activation energy (∆EO +
∆ECO) (dashed line) and the total chemisorption energy at the IS (solid line) on Ru, Rh, and Pt. As can be seen, .
From [27]. 



CO oxidation on late transition-metal oxides
Ru is the poorest metal for CO oxidation at low O2 and CO pressures; however, it turns out to be supe-
rior at high O2 and CO pressures [57,58]. The enhanced catalytic ability has been attributed to the for-
mation of RuO2 [57]. On other late transition metals, such as Pt and Pd, the similar phenomena were
also observed in STM experiments [59]. Following the experimental observations, DFT calculations of
CO oxidation on transition-metal oxides have been carried out to elucidate the mechanism. 

CO oxidation on RuO2{110} is the case being mostly studied. The reaction was first thought to
proceed through the adsorbed CO that sits on the coordination-unsaturated Ru reacting with a lattice
O of the RuO2 oxide, namely COcus and Obr, as suggested by the STM experiment of Over et al. [57].
DFT results following this mechanism showed that the barrier of COcus + Obr is around 1.2 eV (see Liu
et al. [58], Wendt et al. [60], Reuter and Scheffler [61]). In this mechanism, the barrier is already lower
than that on pure Ru (around 1.5 eV). One step further, recent DFT studies by Reuter and Scheffler [61]
identified a new mechanism: on the oxide surface, the adsorbed CO can react with the nearby adsorbed
O to produce a CO2, where both the CO and the O atom sit atop of the surface Ru atoms, namely COcus

and Ocus, as shown in Fig. 7. The barrier of COcus + Ocus reaction is even lower, being 0.9 eV. This
mechanism thus appears to be more likely, since CO oxidation on Ru oxides has been observed at
~400 K [57,58]. The presence of Ocus is also likely at the experimental conditions, which was verified
by the thermodynamic calculations [61,62]. Using kinetic Monte Carlo method, Reuter et al. showed
that the calculated reaction rate according to this new mechanism agrees well with the experimental
value [62]. To generalize the phenomena for CO oxidation on the late transition-metal oxides, a com-
parative study of CO oxidations on the late transition-metal surfaces and their corresponding oxide sur-
faces were performed by Gong et al. [55]. They found that the COcus + Ocus mechanism on oxides, as
suggested by Reuter and Scheffler [61], can indeed provide a lower energy pathway compared to the
reaction on the metal counterpart. 

CO oxidation on oxide-supported Au particles
Au/oxide catalysts, first shown by Haruta [63] in the late 1980s, possess a surprisingly high catalytic
ability at low temperatures. The activity of CO oxidation was found to be very sensitive to the size of
Au particles and also to the choice of oxides. Systems with Au supported on reducible oxide (e.g., TiO2,
Co2O3) are generally more active than the ones with Au supported on irreducible oxides (e.g., MgO,
SiO2). The unexpected catalytic ability of Au-based catalysts has generated a lot of interest in the last
10 years. The experimental findings about Au-based catalysts have been reviewed (see refs. [64,65]). 
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Fig. 7 The TS for CO + O → CO2 on late transition-metal oxide (the inset is a close view of the TS). From [55].



DFT studies by several groups have been carried out to clarify the mechanism. Lopez and
Norskov [66] studied CO oxidation on a small Au cluster (10-atom). They found that the mechanisms
with or without O2 dissociation are equally likely. On the other hand, Liu, Hu, and Alavi [67] reported
that O2 dissociation on pure Au, including flat, stepped Au surfaces and several Au clusters is not an
easy step (barrier above 0.9 eV). They identified a reaction route involving CO reacting with molecu-
lar O2 at Au steps, which possess a barrier around 0.5 eV. A similar pathway was also found for CO ox-
idation over MgO-supported Au by Molina and Hammer [68]. The DFT calculations showed that the
O2 adsorption energy is very low on Au (~0 eV), and on Au/MgO (~0.2 eV), which imply that the
CO + O2 reaction may occur through a gas-phase O2 reacting with adsorbed CO. Naturally, the proba-
bility of this type of reactions is very low compared to the conventional surface reactions through
Langmuir–Hinshelwood mechanism. The other possible sites for O2 adsorption were suggested to be
the charged Au clusters instead of the neutral ones. DFT-cluster studies of O2 adsorption on small neu-
tral and charged Au clusters (e.g., [69,70]), seem to suggest an enhanced O2 adsorption on negatively
charged Au. Sanchez et al. [70b] showed that negative charged small Au clusters, such as Au8, which
sit on the O-vacancy F-center of MgO, can adsorb molecular O2 and catalyzes CO oxidization.

The first DFT calculation of CO oxidation on Au/TiO2 interface was reported recently by Liu et
al. [71]. They found that O2 can adsorb much stronger (~0.6 eV) at a Au/TiO2{110} interface than it
on pure Au, as shown in Fig. 8. They showed that the TiO2 support can induce a significant electron
transfer from the Au to the 2π anti-bonding states of O2 that sit at the interface between the metal and
the oxide, which causes the O2 to be highly negatively charged. Such electron transfer not only en-
hances the binding of O2 on the catalyst, but also activates the O2. At the Au/TiO2 interface, a facile bi-
molecular pathway (CO + O2 → CO2 + O) leading to CO2 formation (Fig. 8c) was identified, although
the possibility of O2 dissociation is not excluded. The DFT calculations implied that the neutral Au
clusters can be catalytically active as long as a right oxide support is selected [71,72]. 

Because of the relatively low adsorption energy of CO and O2, Au/TiO2 catalysts meet difficulty
in applications at high temperatures, e.g., 500 K. It has been suggested that multioxide supports might
help to solve this problem. Experimentally, a Au/IrO2/TiO2 catalyst was reported to be a good catalyst
for oxidative reactions at high temperatures [73,74]. This enhanced high-temperature activity is con-
firmed by the recent DFT calculation by Liu, Jenkins, and King [75]. They showed that O2 can readily
dissociate at the Au/IrO2 interface and a CO + O → CO2 reaction can proceeded with only 0.62 eV bar-
rier. Importantly, it was found that late transition-metal oxides can bond Au, CO, and O atoms more
strongly than other oxides due to the d states of metal cations being intrinsically more active. The ad-
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Fig. 8 CO oxidation at the Au/TiO2 interface. (a) A side view at the interface of the DFT-optimized Au/TiO2 system
(sites 1 and 2 are the Au sites close to and away from the TiO2 surface, respectively). (b) O2 adsorption at the
Au/TiO2{110} interface. (c) The TS for an adsorbed CO reacting with an O2 at the interface. From [71].



dition of these oxides can prevent the sintering of Au clusters and also improve the high-temperature
activity of Au-based catalysts. 

CONCLUDING REMARKS

The preceding sections serve to highlight some of recent progress in the theory of surface reactions, and
their application to understand catalytic processes. DFT calculations on two representative reactions,
NO dissociation and CO oxidation, are reviewed for this purpose. Because of their fundamental impor-
tance and relative simplicity compared to other large-molecule surface reactions, the two reactions have
been extensively studied by DFT calculations. The results summarized here have demonstrated that the
deep insight into catalytic processes can be gained by electronic structure calculations based on DFT.

The key points that this review intend to convey include: 

• the rules governing the barrier of surface reactions 
• the rules governing the reaction site of surface reactions 
• unique features of metal surface reactions, for instance, the early (late) TS of surface association

(dissociation) reactions; the bonding competition effect; and the surface structure sensitivity.
• mechanisms of NO dissociation on transition metals and the O-poisoning mechanism of NO re-

duction
• mechanisms of CO oxidation on transition metals and the origin of the barrier of CO oxidation 
• mechanisms of CO oxidation on transition-metal oxides and Au-based catalysts 

Obviously, there are still many open questions and challenges in the field. They should continue to pro-
vide opportunities for fruitful research for many years to come.
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