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Photochemistry of metal coordination complexes:
metal to ligand charge transfer excited states

Thamas J. Meyer

Department of Chemistry, The University of North Carolina, Chapel Hill,
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Abstract - Systematic variations appear in the photophysical and
photochemical properties of MICT excited states which can be accounted for
qualitatively or even quantitatively based on the properties of the
molecules and of the surrounding medium.

In 1959, Paris and Brandt first reported emission from the complex [Ru(bpy) ]2+ (bpy is 2,2'-
bipyridine) in solution (ref. 1). The excited state involved is sufficiently long-lived
(~800 ns in water at room temperature) that the possibility existed for using it as a
chemical reagent and based on quenching studies using complexes of Co(III), Adamson and
coworkers suggested that the excited state could act as a reducing agent (ref. 2). Their
suggestion was soon verified by additional quenching and flash photolysis studies (ref.

3,4). It was also shown that the excited state could act as an axidizing agent (ref. 5),
that its redox potentials could be estimated experimentally by a kinetic quenching technique
(ref. 6,7), and that it ocould undergo facile, bimolecular electron transfer with a varie§¥
of oxidants or reductants (ref. 8-10). For example, oxidative quenching by paraquat (PQ“ ),
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provides a basis for the conversion of visible light energy into a transiently stored redox
pair. Similar electron transfer schemes had been established previously for organic excited
states (ref. 11), but the high chemical stability of the Ru camplex in more than one
oxidation state and its high light absorptivity in the visible made it an attractive
candidate for exploiting the energy conversion possibilities associated with Bg. 1-3.

The successful utilization of Ru(bpy) 2+ and related complexes in energy conversion schemes
relies on establishing a basis for maerstanding the light absorptivity and photophysical
and photochemical properties of the chramophores involved (ref. 9a,12). The goal of this
account is to describe those properties and to provide a basis for understanding them at the
microscopic level.

ELECTRONIC STRUCTURE. LIGHT ABSORPTIVITY

[Ru(bpy) ]2+ and [Os(phen) ]2+ (phen is l,lo—phenantgroline) share with camplexes like
[Mo(bpy)TC0),1, [Re(phen)(G0)5CL], and [Ir(bpy).Cl 1" the ground state electronic
configuratiof (dm® (t® in O symmetry) and valanf, low lying m*(bpy or phen) orbitals on
the polypyridyl l.i.gandggof ropriate symmetry to mix with the dn orbitals. Visible light
absorption in these complexes is usually dominated by intense absorption bands arising from
dm_-> _m* metal to ligand charge transfer (MICT) transitions, e.g., Mo(bpy)(CO), + hv =
Mol(bpy)(00),. For the low axidation state complexes of Mo(O) and Re(I) the érbonyl groups
are necessar§ to mix with and stabilize the dr levels thus decreasing sensitivity towards
oxidation and bringing the dm-m* (bpy or phen) energy gap into the visible region of the
spectrum. In the higher oxidation state complexes of Rh(III) or Ir(III) the dr levels are
so stabilized by the higher effective nuclear charge at the metal that the MICT transitions
occur at high energies and can overlap with m = m* based transitions localized on the
polypyridyl ligands.
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The most straightforward experimental evidence supporting the assignment of the visible
absorption bands to MICT transitions and of emission to the corresponding IMCT transitions
cames from linear correlations between absorption or emission band energies and ground state

reduction potentials for the appropriate metal and ligand-based couples (ref. 13,14) e.g.
(L=00, 0-13 ' ER3, P

(py0sTH @t + e > (bpy)0s™T (1 2* B (4)
II 2+ - II +
(bpy)0s™ (L)~ + e > (bdy)0s (L), E g (5)

Experimentally, linear correlations exist between unﬁlé (=E_-E__.) and E or E_ as
expected since, for example, AEI/Z is the energy gty £ tﬁgdouter-sgkg.re eqﬁvalent

(pyros )t + BByIosTI ] > 20pyr08 (12 (6)
of the intramolecular, IMCT process that corresponds to emission (ref. l4a).

- *
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A schematic orbital and state energy level diagram for (dﬂ)G-polypyridyl canplexes is shown
in Fig. 1.
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Fig. 1. A schematic orbital and state diagram for (dm)® MLCT excited states

A ocamplex melange of excited states exists because of the presence of both filled dr and
T(bpy or phen) levels and of unfilled 7* and do-* (e, in symmetry) levels. The relative
disposition of the states and the state or states which control photochemical and
photophysical properties following excitation depend on the metal and its oxidation state,
on the chramophoric ligand, on the additional, nonchramophoric ligands, and can even depend
on the nature of the surrounding medium. However, in general:

1) vVisible light absorption is usually dominated by transitions to MICT excited states
which are largely singlet in character l[(dm)(r*)1] and emission occurs from MICT states
which are largely triplet in character, 3[(dm)>(n*)1]. The energies of the MLCT states vary
systematically as the non-chramophoric ligands are varied. This is an expected resul giv-ein
the considerable %ifference in electronic configuration at the metal between the (dm)>2(m*)
excited, and (dm)° ground states. For example, good backbonding ligands like CO stabilize
(dm6-Ru(II) by metal to ligand backbonding but not (dm)5-Ru(III) to any appreciable degree.
Consequently, incorporation of good backbonding ligands leads to an increased energy gap
betw%en the excited and gropnd states. The change in electronic configuration between the
(dm>(m*)1 excited and (dm)° ground states involves dr orbitals which are largely non-
bonding and only half population of anti-bonding 7* (bpy or phen) orbitals. Consequently,
relatively small molecular distortions in the excited states are expected to exist.

However, given the significant change in radial distribution involved in the MLCT
transition, absorption spectra and the energies of equilibrated MICT excited states are
expected to be medium dependent.

2) In the dd excited states (dﬂ)s(do-*)l, there is a significant increase in electronic
repulsion along the metal ligand sigma bonding axes because of the pramotion of a largely
non-bonding electron to a sigma anti-bonding do-* orbital (ref. 15). Because of their
LaPorte forbiddenness, absorption bands arising fram d->d transitions are weak and not
generally observed in the absorption spectra of (dm6 polypyridyl complexes.” In less
spectroscopicaily cluttered complexes of ruthenium, dd-bauds appear at relatively high
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energies, e.g., < 400 mm for [Ru(NH3)6]2+ (ref. 16). However, because of the significant
differences in structure along the metal-ligand bond axes between the (dm)6 and (dm)S (do-*)
configurations, when thermmally equilibrated, dd excited states appear at much lower
energies. If accessible they can play a significant role in the photochemical and
photophysical properties of a complex since they are relatively short lived in solution and
are often the source of photochemical instability arising fram ligand loss. The energies of
ad excited states above the ground state in analogous complexes increase approximately ~30%
in passing fram the first transition series to the second and ~30% again fram the second to
the third (ref. 17,18). It is for this reason that MICT excited states based on Fe(II) are
essentially unexploitable in energy conversion applications because dd states lie lowest,
why the photophysical properties of ruthenium complexes are sametimes quite camplex because
the energies of MICT and dd state are comparable, and is aone of the endearing properties of
camplexes of Os(II) where &d states are often sufficiently high in energy that they play no
role.

1

3) 7-1m* states-Absorption bands arising fram polypyridine localized m->T* transitions
appear to vary saomewhat in energy with the metal and its oxidation state but generally
appear at ~300 mm (7->7*; ) and ~240 mm (r->m*,). Because of the lack of dipole character
for the m—>7* transition, m-n* excited states, are relatively insensitive to solvent
variations and at low temperatures vibrational structure arising from aramatic ring based
stretching modes can appear in their emission spectra (ref. 19). Polypyridine based m-m*
excited states are nearly always at higher energies than MICT excited states except for
cases like Rh(III) where the relatively high axidation state staailizes the dr levels below
m(bpy or phen) (ref. 12a,20,21) or for complexes like [Ru(biq).l”" (biq is bis-isoquinoline)
where stabilization of the dm orbitals by metal to ligand backﬁonding leads to m-m* < MICT
(ref. 19).

A considerable camplexity exists in the MLCT spectral region (ref. 22) arising from a number
of factors: 1) In the MICT excited state, (dm)5(m*)l, the three drm orbitals are mixed and
further split by low symmetry and spin orbit coupling. 2) At the polypyridyl ligands
electronic interactions between ligands can cause a splitting amongst the T* level. 3) Even
in single polypyridyl-based chramophores, the polypyridyl ligand has a series of m* levels
which can provide the basis for multiple MICT transitiops. 4& 'I'hers are both SJ.ILCI' singlet
and triplet states. Although the triplet transitions, '[(am°] [@m>m*) 1], are
forbidden in the absence of spin-orbin coupling, they became allowed when spin orbit
coupling is included. From the theoretical point of view the effect of spin orbit coupling
is to "mix" pure singlet and triplet states which imparts singlet character and allowedness
to transitions involving triplets.

Typically, absorption bands in the UV and visible are observed arising fram dr -> 7* and 4m
-> T* transitions. The electronic spectra qgn be quite camplex as illustrated by tile low
tanp%rature single crystal spectra of M(bpy) + (M=Fe,Ru,0s) cbtained by Ferguson, et. al.
(ref. 23). In the spectra many absorption features can be observed in the 41 -> ¥ ion.
The various spectral features can be assigned to a series of MICT transitions to both “MLCT
and 3MICT states and to their vibronic components based on a parameterized molecular orbital
model which includes the effects of spin orbit ocoupling (ref. 24,25). The appearance of
transitions to "SMLCI" states at low energies is especially pronounced for Os where the
large spin orbit coupling constant (A~3000 an™') ensures significant singlet-triplet mixing.
Analysis of the spectra using the molecular orbital model shows that the lowest energy MICT
states arise fram a common set of AT and T* orbitals, are largely triplet in character, and
are mixed to different extents with low lying MICT singlet states.

Electronic structure. What happens following optical excitation? For Ru(bpy)zt optical
excitation throughout the 4T -> m* spectral region results in the rapid, < 1 ps (ref. 26),
quantitative appearance of an emitting 3MICT state or states (ref. 27) whose emission is
somewhat medium dependent but occurs around 600 nm. Fram absorption spectral measurements
the energy gap between the lowest IMICT and 3MICT states is only ~5000 on~l. Since the
"singlet" and "triplet" states are mixed by spin-orbit coupling, it is not surprising that
excitation into the 1MLCT absorption manifold leads rapidly to the emitting 3MICT state or
states.

However, an interesting question remains in multiple chelates. Is the excited electron
localized on a single ligand as in [(bpy). RulII(bpy)]12+*, possibly with rapid exchange
occurring between ligands, or does the exfited electron occupy a molecular orbital which is
delocalized over all three ligands as in [RulII(bpy-1/3)_12+*2? In fluid solution, the
excited electron in the emitting excited state(s) appearS to be "localized" based on a
number of lines of evidence: 1) Transient Resonance Raman spectroscopy where discrete,
fre(iuency shifted Raman lines are observed in the V(bpy) ring stretching region (1000-1500
an—l) for both reduced and unreduced bpy ligands (ref. 28,29). 2) Site selection
spectroscopy based on emission polarization measurements (ref. 30). 31 Excited state
correlations for related mono, bis, and tris-chelates like [Os(bpy),1“", [Os(bpy),(cis-

Ph, PCH=CHPPh,)) 12+, and [Os (bpy) (CisPh,PCH=CHPPh,,) 12+ \which have closely correlafed excited
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state properties without differences arising which could be attributed to delgcalization
effects (ref. 31). 4) In related ligand reduced camplexes like [(bpy),Rull(bby)]” generated
electrochemically, there is clear spectral evidence that the added eleCtron is localized on
a single ligand and fram epr line broadening that the rate of electron hopping between
ligands is rapid (ref. 32,33).

The experimental evidence for localization in fluid solution is convincing but the situation
is less clear in the solid state or in low temperature glasses where the evidence remains
somewhat equivocal (ref. 34,35). The question of localization versus delocalization is
really a problem in mixed-valence chemistry where the issues involved have been discussed in
same detail and applied mainly to ligand-bridged, mixed valence dimers (ref. 10a,36,37).

The critical factors are the relative magnitudes of the electronic coupling between the
electron donor (bpy) and acceptor (bpy) sites, V, and the vibrational trapping energy, X.
Vibrational trapping arises from the structural differences that exist between bpy and bpy
and the solvent dipole reorientations that must occur for electron hopping to occur. Fram
the theoretical point of view delocalizatz'ion occurs when V > X/2 (ref. 36). From
spectroscopic measurements on [Ru(bpy).,] * and related camplexes it is clear that non-
neglible contributions to_Yibrational érapping exist from the solvent in polar organic
solvents (X_ ~ 600-800 cm -). Even in the solid state or in a frozen solution where solvent
dipole trapSing can not occur, contributions from intramolecular vibrational trapping exist
and there is no guarantee that sufficient electronic coupling between bpy and bpy exists in
the excited state for delocalization to occur.

Experimental evidence is available showing that in fluid solution the electron is initially
localized ing the el nic transition. The ground states of camplexes like
[Ru(bpy), ] * or [0Os(bpy).,1%" have D3 symmetry and no permanent dipole moment. If optical
excitatign produces a deiocalize:"l excited state, the D, symmetry of the ground state would
be preserved and MILCT absorption band energies should 8e independent of the solvent. On the
other hand, if excitation leads to an electron localized on a single ligand, a dipole is
induced in the excited state and fram dielectric continuum theory (ref. 38) the energies of
MICT transitions are predicted to vary with the optical dielectric constant of the solvent,
D_(n2), as (ref. 39),
op

p‘2 (l-Dop

Aﬁra';z

(8)
2nop+1

In BEq. 8 A\Er is the solvent induced energy shift in the band maximum, p the dipole mament
induced in the excited statg, and a the molecular radius (6-78 for [Ru(bpy) 12¥). For both
[Ru(bpy), )2 and [Os(bpy).,]4" absorption band energies vary as predicted by3Bq. (8) and fram
the slopg.s of the lines ié can be estimated that the dipole maments induced in the excited
states are p = 14+6 D (ref. 39).

Low temperature measurements. Evidence for multiple MLCT excited states Fram the results

of temperature dependent emission and lifetime studies, where the contributions of Crosby
and co-workers are notable, (ref. 40,41) and more recent emission polarization experiments
(ref. 34a) it is clear that following MICT excitation, contributions to excited state
properties exist fram a series of states. In particular, below 77K there is clear evidence
for contributions to excited state decay and emission fram three low-lying MICT states based
on changes in emission quantum yields, lifetimes and emission polarization as the
temperature is increased above 4K.

Experimental evidence also exists for a fourth MICT state at ~600 an} above the lowest
state which is considerably shorter lived. For [Ru(bpy).]2t the existence of a fourth state
is obscured in temperature dependent lifetime measurements in solution because of the
intervention of a strongly temperature dependent transition to a low-lying dd state or
states that became important above 200K. However, for IOS(bpy)3]2"' and related complexes
of Os(II), temperature dependent lifetime studies provide direct’evidence for the
participation of a fourth state in a(citedzgtate decay at higher temperatures (ref. 41,42).
Evidence for a fourth state for [Ru(bpy).]” has also been obtained from temperature
dependent emission polarization experimefits (ref. 34a).

A parameterized molecular arbital model which includes spin orbit coupling and assumes
localization of the excited electron has been applied to the MLCT excited states of

[Ru(bpy) .12t and [0s(bpy) 12+ (ref. 44). The model correctly predicts the existence of four
low-lyin& MICT excited stgtes. It also predicts that for Ru the lowest three MICT states
have less than 11% singlet character, 26% for Os, while the fourth state is expected to have
a higher percent of singlet character.

Where the data are available, a closely related pattern of excited states exists for
equivalent complexes of Ru and Os and state by state camparisons are revealing (ref. 45).
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For example, from the Einstein transition probability for spontaneous emission, the _ _
radiative rate constant, k_, in terms of the integrated emit intensity at energy v, I(v),
is given by By. 9. The tefm <T3>~1=([I1(0)&)/(fI(G)V3aV)-E.  is the average value of V-3
for the emission band corresponding to the radiative transitiSh (ref. 46) and <@ =
<¢e|eri|1pg> is the electric dipole transition mament integral.

k, = (6artn’/am S S’ (9)
In Eq. 9 we and Y are the excited and ground state electronic wave functions and n is the
refractive™ index %f the medium. The magnitude of the electric dipole transition integral
depends on the amount of mixing of higher lging singlet excited states into the emitting
triplet excited states, ¥_ = a(M)) + (1-x2)%(3y ) where from first order perturbation
theory, the mixing coeffilient « is given by,

« = <ty g 1Py e R (10)
In Eq. 10 Hgy is the spin orbit coupling operator and ]‘Ee, 3Ee the energies of the pure,

excited singlet and triplet states. Including the mixing coefficient, the transition dipole
moment integral is given by,

1 1
@ = al weleril ¢g> (1
The square of the mixing coeffig‘fnt is proportional to the spin orbit coupling constant
)

(N, ~ 1100 an~1; ~ 3000 om and it follows fram Eq. 9 that in ocomparing egivalent
tal?:les of Ru and Os,

3 1 1 2

[kr./(Ean) ]Ru - )‘Ru< q,elerl ”"g>Ru (12)
3 1 1 2

k/Eg) log  Nos€ P lerxl V5”08

Where the gata are availgble, a state by state comparison shows that the ratio

[(kl/(E ) g/ [k /(Een) lps is ~1/3, the ratio of the spin-orbit coupling constants (ref.
45), S ion clearly suggests that in terms of pure electronic effects the single
most important difference between Ru and Os is the magnitude of the spin orbit coupling
constant which determines the singlet content of the low-lying, emitting MICT states.

The results of temperature dependent experiments clearly show that the "emitting MICT
excited state” of Ru(bpy)2’ and related camplexes is a composite of states. Although all
four lowlying states sharé a cammon (dm )2(m*) electronic configuration, they are mixed to
different extents with low lying excited singlet states and their energies and decay
maracteristicglare different. The energy spacings amongst the three lowest states are
small (< 200an ) and at temperatures near RT, to a good approximation, photophysical
properties can be treated as rising from a single state having the averaged properties of
the three contributors. The energy gap to the fourth state is higher, it is shorter lived
because of its greater singlet character, and its population and decay can influence the
temperature dependent properties of MLCT chramophores near roam temperature in solution.

MOLECULAR STRUCTURE

In (dﬂ)s(ﬂ*)l MICT excited states, l-electron occupation of the antibonding T* orbital is
expected to lead to structural changes in the chramophoric ligand based on known crystal
structures of reduced or partly reduced polypyridyl ligands (ref. 47).

Structural differences between the ground and excited states can be resolved into a linear
combination of the nommal modes for which there is a change in frequency between states or,
more importantly, for which the change in electronic distribution leads to a difference
between states in the equilibrium displacement. The pattern of contributing nommal modes
can be discerned fram Resonance Raman spectra by observing which modes are resonantly
enhanced by scattering from MICT transitions since resonance enhancements can only be
observed for those nommal modes which respond to the change in electronic configuration
between the states. Symmetry plays an important role. For example, if there is a
symmetrical change in structure between the ground and excited states only those nommal
modes which belong to the totally symmetric representation of the point group can be
involved in the interconversion between structures. For MICT excited states, molecular
orbital calculations have been used to predict the structural change upon excitation and to
evaluate qualitatively the contributing normal modes (ref. 48).

From Resonance Raman experiments on Ru(bpy)2+ and related complexes, a series of 7-8 bpy-
based ring stretching modes are enhanced in the range 1000-1600 an -, a ring torsional mode
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at ~600 an~l and a series of low frequency modes same of which can be assigned to metal
ligand stretching vibrations (ref. 28,29,31,49). Additional information can be cbtained
from low temperaure emission spectra where well-defined vibrational progressions are often
observed for MICT emitters. The energy dependence of the emission intensity is given by
(ref. 50,51),

3 ..2 2

<@ g<xj,v j,v*> (13)
In BEq. 13 the emission intensity as the number of quanta emitted per emergy interval,
Iy,v*x(Vv), is given as the product of the number of molecules in the emitting state, N« i
the energy of the transition, V,, . x, the speed of light, the transition dipole mcment, and
the product of the vibrational oVverlap integrals (Franck Condon factors) for the
contributing normal modes. The product is over all the contributing modes, j, including
solvent and other medium modes. v and v* are the vibrational quantum numbers in the ground
and excited states. Assuming the validity of the harmonic oscillator approximation, the
contribution to emission fram a v*=0 level in the excited state to a level v in the ground
state is given by the square of the vibrational overlap integral (ref. 51),

- 4 -
Iv,v*(\))-(““ c/3h)l*1v,,(vv'V )

2 ) g
<Xv|Xv*=0> = <7 exp(-S) (14)

In Bq. 14, S is the electron-vibrational coupling constant which is a measure of the
difference in equilibrium displacement between the ground and excited states, AQ . It is
related to A\Q as shown in Eq. 15 where M is the reduced mass for the vibration w(=2mv)
is the angular frequency.

1, M 2
§=3 (5 1A (15)

By using appropriate expressions for the vibrational overlap integrals in Eq. 13, it is
possible to derive expressions for the emission spectral profile in temms of the properties
of the contributing vibrations. For [Ru(bpy);]12* it is_necessary to include contributions
fram a_llediun frequency mode with hv =th~130 -1400 a'n'l, a low frequency mode with th~300-
400 am ~ and also contributions fram solvent modes (dipole orientations) but treated
semiclassically (ref. 31,46,52,53). By camparing calculated and observed spectra, the
emission spectral fitting procedure can be used to obtain values for the parameters,

Sy hw., Sp, v , and FWHM.FWHM is the full width at half maximum (FWHM) for an
i%divigual vibrational component. The solvent enters through FWHM as a broadening of the
individual vibrational component and is related to X , the classical solvent vibrational
trapping energy for the electron transfer process co?responding to the excited to ground
state transition by (ref. 36)

2 2
_ (FEM) S (FWEM)C . -1
Xo = 16kTin2)~ 2310 (in om ~ at RT) (16)

Given the evidence fram Resonance Raman spectra for the participation of a series of medium
and low frequency modes, experimentally derived values for sgf hw = are averages of
contributions fram 7 or 8 ring stretching modes and SL’ how a geries of low frequency

modes including metal ligand stretching modes. L

Application of the emission spectral fitting procedure to a series of polypyridyl canplexes
of Ru(II) and Os(IT) (ref. 31,46,52,53) have revealed: 1) Best fit values for hw, in the
range 1250-1400 om ~ consistent with an averaged value for the contributing ring es
observed by Resonance Raman. 2) Values of S, that increase linearly with E,,, the v*=0, v=0
energy gap between the ground and excited . The linear increase can be reconciled, at
least qualitatively, as an increase in the extent of charge transfer between ground and
excited states as Eo increases.

The experimentally derived values of lead to a direct approach for calculating excited
state structures (ref. 31). An average C-N,C-C bond distance change in the excited state
campared to the ground state, Ar, can be calculated from SM by,
- h

A= E ot (17
where b is the number of C-C and C-N bonds in the 1i , b=13 for bpy, and M is the
reduced mass. Applying this analysis to [(Js(bp»y)3l2 * gives Ar = 0.026+0.00054.
Estimates for changes in average bond dispacements between the ground and excited states can
also be obtained based on Badger's rule using the difference in vibrational frequencies
between the ground and excited states obtained by ground state Resonance Raman and excited
state transient Resonance Raman measurements (ref. 28,29). The relationship between the
bond distance change, A\r = r*- r , and the frequency differences is shown in Eq. 18.

= - = *
Nc=r*-r In( .\ Vib)/2.45 (18)
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Based on frequency differences for five v (bpy) modes fram 1268-1610 cm-i, values of Ar in
the range 0.0106-0.0173& have been calculated in good agreement with Ar from emission
spectral fitting (ref. 31). Fram the vibrational analyses, the bpy ring is not considerably
distorted in the excited state. As expected, comparisons within a series of related
ocamplexes show that Ar increases with the excited to ground state energy gap consistent
with a greater degree of charge transfer. One camplication that is yet to be clearly
resolved is whether lS%c,mflw , etc. are significantly different for the three lowlying 3mer
states. At or near tgnperature the results obtained by emission spectral fitting are
probably those of an averaged contribution fram all three states.

EXCITED STATE DECAY

In many cases optical excitation of MICT chramophores leads to the population of a series of
low-lying MICT states whose radiative and nonradiative properties daminate excited state
decay at least at low temperatures. At higher temperatures additional, temperature
dependent processes often appear which play an important role in helping to dictate the
photochemical and photophysical properties of the complexes. Before turning to a detailed
discussion of radiative and nonradiative decay fram MICT states, it is of value first to
consider the oompetitive processes which appear at higher temperatures.

ddstates In 1976 Van Houten and Watts studied luminescent lifetimes and emission quantum
yields for [Ru(bpy).,]2* in water from 0 to 100°C (ref. 54). They found that they could fit
the temperature de t lifetime data to an expression of the form shown in equation 19

where k was interpreted to be the sum of radiative, kr’ and nonradiative, knr’ decay rate
constants for the lowlying, "averaged" MICT state.

um 2= k + k%' exp-(AR'/RT) (19)

In the interpretation given by Van Houten and Watts /AE' was the energy gap fram MICT to a
lowlying d&d state and kO' the rate constant for the subsequent decay of the de_'_state. One
pathway for decay of the ad state(s) is ligand loss; photolysis of [Ru(bpy),]“ in
nonaqueous solvents in the presence of anions like C1 or NCS gives rise tg photoinduced
anation (ref. 55,56). +Ligand loss proceeds via unidentate intermediates like

[ (bpy) ,Ru(NCS) (py-py) 1", which subsequently loses bpy to give [Ru(bpy).(NCS),] (ref. 57).
In a 1liter study in dichloromethane both lifetime and photochemical qugntun yields for
ligand loss were observed for [Ru(bpy);1?* as a function of temperature for a series of
anions (ref. 58). From those results the photochemial reaction scheme in Fig. 2 was
proposed to account for the observed reactivity. In the absence of direct spectroscopic
evidence fgf the &3 state, it is not known whether it or 3MICT lies lower in energy for
[Ru(bpy) 3] .
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(A) (B) state.
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Based on this scheme different kinetic limits were proposed to explain the temperature
dependence data. In one, the MICT and dd states are in dynamic_egilibrium as suggested by
Van Houten and Watts and AE' is the energy difference between 3MICT and dd. In the other,
the 3MICT->dd transition is an irreversible surface crossing and AE' the exerg}r of
activation for the process. For ocampletely chelated camplexes like [Ru(bpy).,]2*, even
though photosubstitution and chelate cpening can be relativelyzgfficient in golvenf_f+like
water, subsequent chelate ring closure, [(bpy) Ru(H20)(py-py)1° - [(bpy),Ru(bpy)1©" + H,0,
provides a useful pathway for "annealing" the system and avoiding ligand Iloss. 2
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Although the photochemical mechanism implied in Fig. 2 appears to be appropriate for
[Ru(bpy) ,] 2+"it may be far from adequate to cover all possible cases. For example, for
[Ru(bpy) 5(py).,12* (py = pyridine) and related camplexes a striking difference between the
temperatiire ces for photoanation and lifetime (ref. 59,60) has led to the suggestion
that direct population of the dd state(s) may occur fram singlet MICT states following
initial MICT excitation.

The roles of solvent and ligand variations on the themmally activated 3mcr—>dd transition
have been investigated by temperature dependent lifetime studies (ref. 52,61,62).
In the solvent dependence study (ref. 6l) the SMLCT->dd transition was treated as an
intramolecular electron transfer process,

*
@ (ryl—sam° o+t (20)

3 mem (ad)

L}
with k° and E being the pre-exponential term and energy of activation for the ligand to
metal electron transfer,

k = k'exp-(AE'/RT) = A exp-(E,_/RT) (21)

Significant variations in k_' and /\E' are also cbserved in the series of complexes [cis-
Ru(bpy) , (L) 14" where the nSnchramophoric ligand L was varied (ref. 52). Although there are
insuffigiena data to predict how variations in L influence the relative energies of MICT and
dd states, some trends are discernible: 1) With appropriate variations in the surrounding
ligands, for example, by substituting 4,5-diazafluorene for bpy the energy of the dd state
can be selectively perturbed leaving the MICT states relatively unaffected (ref. 63). 2)
When L is a good backbonding ligand like PR, or (0, the MICT state is destabilized relative
to the dd state as evidenced by low energy garriers for the MICT —>dd transit:ion2 In
fact, the striking observation has been made that in the series [cis—Ru(bpy).,(L),14" the
quantum yield for ligand loss increases linearly with the MICT emission ene.r&y (i"ef. 64).

The appearance of relatively low lying dd states in polypyridyl complexes of ruthenium,
although of some fundamental interest, is a nuisance in the attempt to design new classes of
photosensitizers. The dd states,are short lived in solution and of little value in a
chemical sense. For [Ru(phen).]” in CH 012 at room ature, 98% of excited state
decay occurs through the dd ; 258 for’[Ru(bpy),]®" (ref. 58). In addition, the dd
states represint a potentially major source of photoinstability. In the series [cis-
Ru(bpy) (L), 14" (L=py, N-methylimidazole,...) quantum yields for ligand loss of >40% have
been (ref. 59,60). The presence of lowlying dd states virtually rules out the
possibility of developing a useful family of MICT-based photosensitizers based on iron. It
seems doubtful that any combination of ligands on iron will give both the necessary visible
light absorptivity and sufficient destabilization of the,dd states to raise them above the
MICT states. For example, MICT excitation of [Fe(bpy)3] leads to the rapid population and
decay (T=0.6ns) of a lowlying dd state (ref. 65).

There are approaches available for designing "dd-free" MICT sensitizers. The most
straightforward is to turn to Os where 10 Dg is higher by 30% and, in general, complexes of
Os(II) are photoinert. Even with 0s(II), dd states can appear induced by: 1) strong
backbonding ligands like Q0 which destablize MICT relative to dd, and 2) by decreasing the
symmetry of the complex in such a way as to lift the orthogonality of the 47 and do-*
orbitals (ref. 66). The net effect is to "mix" the d7 and do-* orbitals thus decreasing the
energy of ad states. It has been suggested that the lowered symmetry at Ru in
[Ru(trpy),] * (trpy = 2,2'(6,6'),2"-terpyridine) arising from the inability of the
tridentat? trpy ligand to span 180° leads to a lowlying dd state and a very short lifetime
at room temperature (ref. 67).

In the mixed chelates [Ru(L-L),_,(bpy) ]2+ (n=1,2; L~L is 2,2'-bpyrazine or 2,2'-bis-
isoquinolige) (ref. 43b,68), pl%ogochemﬁcal ligand loss is quenched for the camplexes [Ru(L~
L)(bpy),]1° in part because of the lower lying m* levels at (L-L). Studies of this kind
show prémise for the design of new classes of photochemically stable sensitizers based on Ru.

The fourth MLCT state

As noted in a previous section, even in the absence of photocemical ligand loss, lifetime
studies as a function of temperature reveal the existence of an additional thermally
activated process or processes for excited state decay of Os(II) (ref. 41,69) and Ru(II)
complexes (ref. 43,68,70).

A ocontribution to the temperature dependence cames fram thermal population and decay from a
fourth MICT (ref. 68) which on theoretical grounds is predicted to have a greater amount of
singlet character and be more short lived than the three lowest MICT states (ref., 44). With
this interpretation AE' is the energy gap to the fourth state and k- the rate constant for
decay of the fourth state. In contrast to the SMICT - 4&d transition where the ters
kO' and AE' are characteristically in the range 10'2-1014 &1 and 2500-4000 arl, for the
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nonphotochemical cases, k°' and AE' are generally in the range 107-109 s~1 and 400-1000
an™t, respectively. As yet, there are insufficient data to establish the factors at the
molecular level that dictate the magnitude of the energy splitting between the fourth and
lowest three MICT states and the situation is further clouded by the fact that fits of
experimental data to Eq. 19 necessarily force the temperature dependence into a single temm.
In some cases contributions to the experimental data may come from population and decay of
both dd and the fourth MLCT states.

Radiative decay of MLCT states

The availability of an extended series of related complexes based on the same chramophore,
e.g., [(bpy)0s(L),]2*, offers the possibility of exploring same of the most fundamental
processes availabfe to excited states. Experimentally, it is far simpler to carry out such
studies based on polypyridyl complexes of Os(II) rather than Ru(II). Although the
properties of the MICT excited states are entirely analogous, it is necessary to carry out
temperature dependent studies for Ru in order to separate out contributions to nonradiative
decay from population and decay of 4d states.

In a radiative transition energy conservation is achieved by emission of a photon and fram
Eq. 9 the magnitude of k. is proportional to the square of the transition dipole moment and
to E3 . Experimentally, radiative (k_) and nonradiative (k,.) decay rate constants are
detefflined by a combination of lifetifle (1) and emission quantum yield (d)e) measurements.,

Vig=k, +k i &, =k, (22)

The expression for ¢_ in Bqg. 22 assumes that the efficiency of formation of the emitting
state following excifation is unity.

For the majority of MICT excited states which have been studied ¢ is low (< 10% at room
temperature) and difficult to measure accurately which limits theeprecision of k.
Nonetheless, comparisons amongst a series of related ocomplexes like [(bpy)Os(L) ]f2+ show the
existence of scme systematic trends: 1) Although a oconsiderable scatter appear$ in the
data, k_ increases roughly with <v 15>-1 as predicted by Bq. 9 (ref. 46,71). The linear
increasé shows that the transition dipole moment must remain relatively constant through the
series. 2) There is no electronic distinction between bpy and phen as chramophoric ligands
(ref. 46) which is consistent with the results of molecular orbital calculations which show
that the % N character and energies of the lowest lying m* orbitals are similar (ref. 48).
3) The_transition dipole moment integral can be evaluated fram the slope of the plot of kr
vs. < 3>l and from it an estimate of the molar extinction coefficient_of the absorption
band corresponding to emission can be obtained which for Os ( ~400 M " amn 7) is in
reasonable agreement with values Qgtimated from the low temperature single crystal
absorption spectrum of IOS(bpy)3] (ref. 23).

Nonradiative decay In order for a nonradiative decay process to occur with energy
conservation, the energy change associated with the change in electronic configuration
between the ground and excited states must appear in the surrounding vibrations. The
problem in excited state decay is energy disposal and only those vibrations for which Q
or w are different between the ground and excited states can accept the released enengy?
The rate constant k__ is the product of two factors (ref. 72-75): 1) A vibrationally
induced electronic %upling term. If the Born-Oppenheimer approximation is assumed the to
be valid, ground and excited states are orthogonal solutions of the same Hamiltonian and can
not mix. In fact, molecular vibrations do lead to slight perturbations in electronic
structure. For selected vibrations (the "pramoting®” modes) one consequence of the
perturbation that they exert is a mixing of the excited and ground states which allows the
transition between states to occur. 2) Vibrational overlap or Franck-Condon integrals. The
fractional distribution of energy released throughout the "acceptor® modes for which AQ. or
#0 depends on the magnitudes of the Franck~Condon overlap integrals (Eq. 14) subject to
oonstraints imposed by energy conservation.

In the limit of a single pramoting mode or of an average contribution from a series of
modes, the vibrationally induced electronic coupling term is given by

2 1/2 -1
8, = Gy (18)(7/2)7 /(1000 cm ™) (23)

In Bq. 23 Wy is the angular frequency of the pramoting mode and the vibronic integral ck is
defined in Eq. 24 (ref. 46).

y1/2

G = By | (/) |¥> = V (2/huy (24)

In Eq. 24 ¥ and Y. are the products of the electronic wave functions and the vibrational
wave function for the pramoting mode, ¥ = yx , Qx is the displacement for the pramoting
mode,and the integral V, = <y, v,wf> = <wi|s/anwa> contains only non-Born-Oppenheimer
operators.
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The vibrational overlap integrals describe how the energy is initially partitioned amongst
the various intramolecular modes when the excited to ground state transition occurs. For
the MICT excited states radiative and nonradiative decay occur from the same states so that
from the Resonance Raman and emission spectral fitting studies mentioned earlier
contributions must exist fram 7-8 medium frequency polypyridyl ring stretching vibrations,
low frequency ring and metal ligand stretching vibrations, and the solvent. The
contributions from medium and low frequency modes can be treated as averages through SM,th,
and Sp, 1;1:.% obtained by emission spectral fitting. If for the energy gap between the

excited ground states, E >> S huwy, and if hyy >> k T(~200 kcal/mole at RT), it is
possible to evaluate the Franck: integrals, Bg. 14, which gives for knr (ref.
46,79,81).

C R P, vz . _ 2 2
ko =8 F =81/ F ) “exp(-5 ) expl=(YE Mw) + (y+1) (/AVy //She,) /161n2] (25)
Y = ln(EO/Sth)-l (26)

Equation 25 includes contributions fram: 1) A dominant acceptor mode (S, hw.,). 2
frequency intramolecular and solvent modes through A\)i'
given by,

- g
A\)i = [16kT1n2(X°+xi)] = [2310(x°+x{)]

) Low
In the classicll 1iffit A y is

3 1

(at RT in an ) (27)

’

contribution fram the intramolecular vibrations; the suimation is over all of the
contributing low frequency modes with the prime denoting that the higher frequency modes are
excluded. 3) An energy gap term E_ which is related to the 0-0 energy difference between
ground and excited states, Eoo’ °

L} L}
In Bgq. 27 Xo is the contribution from solvent and Xi =Z X3 5 is the

]
E°=E°o-xi-)(° (28)
Eo is the energy at which the v*=0 -> v =0 transition occurs in the emission spectrum for
mode M and can be obtained by eflission lgpect:ral fitting. It is always at higher energy than
the apparent emission energy maximum in a structureless emission manifold.

Equations like 25 predict that lnk _ should vary approximately linearly with the ene gap,
and have been referred to as "the &iergy gap law" (ref. 72-75). In the limit E_ > Spyhuy
energy dissipation through is dominant and the energy gap temm, (Eo/huwy) ~ vﬁ, dictates
in turn the vibrational quantum number of the particular vibrational level which dominates
the energy acceptor role. k.. increases as Eo decreases because vibrational overlap is
enhanced for smaller values of v . Although Vibrational levels with higlglvalues of vy would
be requiied for a single acceptor mode, e.g., v,, = 10 for E_ = 15,000 an ~ and hw_ =

1500 an , in fact, with 7-8 V(bpy) modes availlible, the deay process is dominatid by
transitions in which energy is dissipated into cambinations of the v(bpy) modes each of
which has a relatively small value of v. Contributions fram low frequency modes and the
solvent are included classically in the AV, temm. Although they play a role in excited
state decay, the fraction of energy dismpated through these modes is much smaller (< 10%).

The linear relation between lnk _ and the energy gap predicted by the energy gap law has
been observed for families of aPGmatic hydrocarbons (ref. 73,76,77). However, perhaps the
most systematically revealing cases have came fram studies of nonradiative decay in a series
of MICT excited states of Ru(II), Os(II), and Re(I) where linear correlations between lnk
and have been cbserved: 1) for families of related camplexes like [(phen)os(L),]12*
(ref. 46,78), or [(kvy)Re(d))3(L)] (ref. 79) (L = py, PR,, RCN, ...) where the vasis for
the chramophore is maintained”and the energy gap varied changes in L. 2) for

[Os(phen) ,]2t and a related derivative, by varying the counter ion in dichlramethane 2
solution {ref. 80). 3) for the family [Ru(bpy), (L), 1" (ref. 43,52) or for [Ru(bpy).1%" in
a series of solvents (ref. 61) where temperatur& de t studies were used to diseiitangle
contributions_to excited state decay fram MICT and 4d states. 4) for the families
[(bpy)Os(L), Pt or [(phen)Os(L) , 1% where the energy gap was changed by solvent variations
(ref. 8l). 5) for [Os(bpy) (CO?(py)]z*' in the glass to fluid transition region in 4:1(V/V)
EtOH/MeCH (90-140K) where tﬁe decrease in emission energy with temperature is parallelled by
increases in 1nknr (ref. 82).

In the energy gap law experiments based on MICT excited state of Os(II) not only are linear
relatiogshigi observed between and the emission energy but the slopes ((3(lnk nr)/3]-: o=
-0.9%x10~ an ~) and intercepts (27-30) are nearly the same. This is a significant
observation since it suggests that the chramophoric basis for the excited states remains the
same throughout the series without significant variations in the electronic coupling term

8 , that the same pattern of acceptor vibrations is involved throughout the series, and that
the energy gap law holds for MICT decay regardless of how the energy gap is varied at the
microscopic level.

Nonetheless, the observation of a linear relationship between Ink _ and E__ or Eo only
demonstrates a qualitative agreement with the underlying theory. nﬁquatiogn 25 is"not a
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simple function of E, as shown by the appearance of the temm containing (E,) % and the
dependence of on E,. Consequently, there is no quantitative information in the slopes
and intercepts simple plots of lnknr vS. Eo.

A far more insightful ocach is to use the complete results of emission spectral fitting
and the parameters Sy, » E5, and Av,,  to calculate the vibrational overlap tem F in
Eq. 25. Based on such calculations for a series of bpy and phen complexes of Os(II) and the
relationship, = In8 + InF from Eq. 25, a remarkably detailed insight is gained into
the nonradiative y process (ref. 46): 1) The major contributor (>90%) to the
vibrational overlap term F comes fram the medium frequency v(bpy) modes and the term

-YE, . 2) The slope of a plot of lnknr vs. InF is unity as predicted by Eg. 25. 3) Both
bpy phen as chramophoric ligands lie on the same plot of lnk,, vs. 1nF showing that the
electronic coupling term 8, is the same for both consistent with the results of the
molecular orbital calculations alluded to earlier (ref. 44). The increase by a factor of 3
in for bpy compared to phen in analogous camplexes, arises because of systematically
smaller values of E amilarge.rvaluesofSMi 4) Fram Bg. 25 the intercept of a plot of
lnk__ vs. InF gives®In8, ~ 34, 8~ 6x1014s~l and fram Bq. 24, V, ~ 1300 an~l. A value of
thi¥ magnitude for v, is in line®with estimates mades fram absorftion band intensities for
singlet->singlet trafsitions which are dipole forbidden but vibronically allowed (ref. 83).
The near constancy in Bo implied by the linear correlation between lnk _ and F suggests that
the pattern of lowlying MICT states must remain nearly the same througﬂsut the series of

chramophores.

The'quantitative success of Eq. 25 is quite striking and its implications profound. As a
result of the analysis once 8 is evaluated for a particular class of chramophore, Enr can
be calculated to within a facfor of ~3 by emission spectral fitting. The situation is much

Tike that for the appearance of metal to metal charge transfer in mixed-valence dimers
like [(bpy).,ClRulI(4,4'-bipyridine)RulIICl(bpy).]13+ where absorption band spectral profiles
have been to estimate rate constants for ifitramolecular electron transfer (ref. 1l0a,84-

85). In either case the spectral ?:ofiles for the appropriate spectroscopic process,
(by)RuIII 5> (bpy)Rull or RuILRulII -» RuITII-RuII, contain all the needed information
required to calculate the vibrational contributions to the electron transfer or nonradiative
decay rate oonstants.

Medium effects From Eq. 25 the solvent plays a minor role as energy acceptor in the
initial non-radiative decay process. Following the transition between states and subsequent
vibrational relaxation, the energy does ultimately end up in the surrounding solvent thermal

pool.

The solvent also plays a role in detemmining the magnitude of k,, through the energy gap
temm YE_/hw, which dictates the pattern of v(bpy or phen) levels which dominate as energy
acceptoPs. [Ru(bpy) 12t or [Os(bpy).]12*+ where a dipole is created in the excited state,
the excited state is preferentially stabflized relative to the ground state by the
surrounding solvent dipoles as shown by the fact that E_tends to decrease as the static
dielectric constant of the solvent increases (ref. 86).C As noted above, the changes in Fy
are tracked by as predicted by the energy gap law. However, the microscopic origins
of the solvent shi observed in E, are not understood (ref. 81,86) and dielectric
continuum theory, which does provide a basis for accounting for solvent shifts for MICT
absorption bands (ref. 39), is not successful for Ean (ref. 86).

Experimental evidence is available to suggest that in hydraoxylic solvents, especially H.O or
CH.O0H, high frequency v(0-H) modes at ~3500 orl can also play a role as energy acceptofs in
noﬁradiative decay (ref. 81,86). The evidence includes the fact that for the family of
complexes [Os(phen)(L),]2+ in both polar organic and hydroxylic solvents, plots of lnk,. vs.
show that excited te decay is always faster in the hydroxylic solvents and that a
significant ky,0/kp,o kinetic isotope effect exists (~2). Even though S is small for such
vigiatims, they make a contribution because of their relatively high frequencies (~3500
am ) (ref. 86).

The emission and lifetime characteristics of MLCT excited states, most notably for

[Ru(bpy) ,12*, have been investigated in a variety of media ranging from crystals to glasses
and pol ic films (ref. 34,41,70,87-90). In such media where dipole reorientations in the
surrounding medium are restricted and different chemical environments may exist for the
excited state, non-exponential decay kinetics are often observed and intramolecular
processes such as the MICT->dd transition can be inhibited. An important contributor to
such effects is, no doubt, the fact that in a hard glass, polymeric film, or the solid
state, dipole reorientation times are long on the time scale for excited state decay.
Dipole orientations surrounding the molecule are necessarily constrained to be those
appropriate to the electronic configuration of the ground state. By contrast, in solution
solvent dipole reorientation times are shorter than excited state lifetimes for all except
the shortest lived excited states. The solvent dipoles have the opportunity to reorient to
configurations appropriate to the electronic configuration of the excited state before it
decays. Consequently the excited state is stabilized in fluid solution ocompared to a rigid
medium,
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In glasses, in the intermediate temperature range between the hard glass and fluid states,
interesting time dependent phenamena can be ocbserved as the correlation times for dipole
reorientations approach the time scale for excited state decay (ref. 91-92). 1In this domain
a complex time dependence for excited state decay is predicted since as solvent dipoles
reorient a time dependence is introduced into the energy gap, Fo—Eo(t) leading to a time
dependence in kny, lnky (t)x - YE (t)/m% Eg. 25. In this limit measurements taken at a
single wave length give rise to ndh tial decay kinetics but dipole reorientation and
excited state decay can be decmvoluted using the full emission spectrum as a function of
time. Based on the deconvolution, excited state decay measurements can be used to probe the
dynamics of dipole reorientation as the glass softens.

SYNTHETIC DESIGN OF EXCITED STATE PROPERTIES

From the synthetic point of view, the availability of MLCT dlranophores based on variations
in the chramophoric and non-chramophoric ligands (ref. 43,60,93-96) is quite remarkable
since it offers the possibility of "des:.gner excited states where photophysical and
photochemical properties can be controlled in a systematic way by synthetic variations. As
a result of the photochemical and photophysical studies described here and the remarkably
consistent patterns that emerge, it is possible to formulate a set of "rules" that can both
account for excited state properties and guide the design of new complexes. 1) Radiative
decay rates vary approximately with 3. For complexes of Os(II) and Ru(II) having the
same emission energies, k_ for Os will be greater by ~3 because of the higher spin-orbit
coupling constant for Os.” 2) Nonradiative decay is dominated by the energy accepting role
of a series of polypyridine-based ring stretching vibrations. For equivalent bpy and phen
complexes the bpy complexes undergo more rapid non-radiative decay by a factor of ~3 because
of smaller values of K, (~Ey,) and larger values of §,. Non-radiative decay rates are more
rapld in H,O than in polar orgamc solvents because contributions fram v(0-H) modes as

accgptors. 3) The emission energy is the deciding factor in determmining excited
state propertles (ref. l4a). In a fanuly of related complexes where <d> and B remain
nearly constant, k_ varies with Eem k with exp(-E.)) and tb with k. and knr 4) Excited
state redox potentfals can also be es ted from the emission” energy using ground state
redox potentials as shown in Bg. 29.

2+%/+ 2+/+

] = E°'[(phen)0s(1.)4
W/ EO'[(phen)OS(L)4)

5) Since the hgand-based [(phen)Qs(L) 2+/ couple is relatively insensitive to variations
in L, E__ varies lmearly with E° for the M(III/II)-based couple. As a consequence, ina
close;yagelated series of complexes, excited state emission energies, 11.fet1.1xvesl and
emission effencies can all be estimated simply by measurement of the potential of the ground
state Os(III/II) M (ref. 14a). 6) In complexes of Ru(II) ocomplications exist fram
Towlying dd states and unravelling their contributions to excited state properties demands
temperature dependent lifetime studies. BAs yet, there are insufficient data and an absence
of the theoretical insight needed to make clear predictions about how relative energies of
the MICT and dd states vary with variations in ligands. However, in certain mixed chelates
containing at least one good polypyridyl-based m-accepting ligand, the energy gap between
the MICT and IF states can be sufficiently large that the population of dd states is
relatively insignificant at room temperature. Photochemical hgand loss is inhibited for
chelates where the chelate can reclose following dissociation and is favored in polar
organic solvents in the presence of coordinating anions like Cl~ which can capture open
coordination sites.

1
E° [(phen)os(L)
£°' [(phen)0s(L),

1+ Em (29a)
34/24)] - Eem (29b)
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